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Motivation and problem description

• Why visual odometry?
– Micro Aerial Vehicles (MAVs) need localization systems

• Why semi-direct method?
– Feature-based method suffers in textureless scenes
– Efficient: no feature extraction and matching on pixels
– Robust: in repetitive, or high-frequency textures
– Use features (120 per image) and small patches 

• Problem description:
– Input: Image frames
– Output: Camera pose, and semi-dense depth
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Prior work

• Visual Motion Estimation 
Methods
– Feature-based method
– Direct method

• Parallel Tracking and 
Mapping for Small AR 
Workspaces (PTAM)
– 2007

• Monocular Vision for Long-
term Micro Aerial Vehicle 
State Estimation: A 
Compendium
– 2013

Medium: LSD-slam and ORB-slam2, a literature based explanation
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Method overview

• Semi-direct
– Motion Estimation Thread
– Mapping Thread
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• motion-estimation (optimization, cost)

• mapping
– Depth-filter
– Update with correlation

Method details and analysis

5

Image alignment Feature alignment Pose alignment



Experiments

• Baseline
– 2013: Modified PTAM

• Settings
– Fast or accurate method

– Dataset: outdoor
• Speed

Laptop (fps) Embedded (fps)

Fast >300 55

PTAM 91 27
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Future work and discussion

• Discussion
– Can we only use step(1): image alignment? – more drift
– Can we skip step(1), and work directly on feature alignment and 

pose alignment? – outliers

• Future work
– Unknown scale: visual-inertial
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Questions?

• Failure cases?
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Thank you



Backup



Prior work

• Visual Motion Estimation Methods
– Feature-based method

• feature detectors and descriptors that allow matching between 
images even at large inter-frame movement

• the neccessity for robust estimation techniques to deal with wrong 
correspondences

– Direct method
• estimate struc- ture and motion directly from intensity values in the 

image
• outperform feature-based methods in terms of robustness in 

scenes with little texture [14] or in the case of camera- defocus and 
motion blur

• he computation of the photometric error is more intensive than the 
reprojection error
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Prior work

• Monocular VO algorithm
• PTAM
• DTAM
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Method details and analysis

• motion-estimation
– pose initialisation through sparse model-based image alignment

• minimizing the photometric error

• mapping

• Features à bundle adjustment
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